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1. Background

Natural Language Processing (NLP) is a well-established field that has been researched since the 1940s and encompasses many tasks (e.g. Named Entity Recognition (NER), text summarization and question-answering) [1]. The introduction of attention and transformer architecture by [2] revolutionized NLP and further inspired the development of popular pre-trained language models (PLMs) such as BERT [3], RoBERTa [4] and GPT-3 [5]. Pretrained language models (PLMs) gained popularity from its versatility where huge corpora of unlabelled text can be used to pre-train the models, i.e. train the models to predict masked words in a self-supervised manner. These models can then be fine-tuned, i.e. training the model on a specific dataset, for any downstream NLP tasks. PLMs are favored over traditional methods as they significantly perform better with reduced preprocessing effort.

However, some researchers have raised concerns about the out-of-vocabulary issue, where 1) the language used in pre-training data may differ from the specific domain, and 2) the model will lack the latest language trends or knowledge not found in the pre-training data. Continuous learning for PLMs is a new field aimed at addressing these concerns. While most researchers agree that pre-training models in specific languages is necessary in the settings of different languages (French, Chinese, Indian, Persian, etc)† or multilingual case (Bert-Multilingual [3], XLM-RoBERTa [6], T5 [7]), there is debate over whether further pre-training on domain-specific data is required. Some fields such as legal [8] and medical [9], have shown improved performance with further pre-training on domain-specific data.

2. Research Objectives

The primary objective of this research is to establish a comprehensive framework for NLP professionals to address crucial questions related to continuous learning for PLMs, including but not limited to:

(1) The extent to which PLMs can benefit from continuous learning in terms of pre-training and fine-tuning, as well as whether pre-training from scratch is the better choice

(2) The prerequisites for each method, including the methods for determining distribution shift, amount of data needed and amount of specialized knowledge needed.

(3) The trade-offs that exist among different methods, including the benefits and drawbacks of each approach in terms of performance, time cost, and other relevant factors.

3. Methodology

The research project is divided into two main parts:
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(1) Defining Distribution Shift

The concept of continuous learning has been extensively studied in the domains of reinforcement learning and traditional machine learning models. Typically, distribution shift is determined by evaluating the loss on a newer dataset with known labels, and when this loss exceeds a predefined threshold, practitioners must decide whether to continue training the existing model or train a new model from scratch. However, in the case of with PLMs, the model is complicated by its two steps, the pre-training and the fine-tuning. Determining the distribution shift between different domains of the same language has traditionally been done based on intuition alone is subjective and not a reliable indicator. Therefore, a more concrete method is needed to measure the distribution shift.

Currently, two potential avenues for measuring distribution shift are being explored. The first avenue involves using the fact that PLMs are trained to predict masked tokens, and therefore, evaluating the loss of predicting the masked words on a specific domain dataset can serve as an indicator of the distribution shift. The second avenue involves using the trained tokenizer of the PLMs. For instance, in the case of the WordPiece Tokenizer [10] used in BERT, the number of new tokens found in the specific domain dataset could serve as an indicator. In contrast, for the BytePair Encoding Tokenizer [11] used in RoBERTa and GPT-3, the distribution of these tokens found in the pre-trained corpora and the specific domain dataset could serve as an indicator. However, it remains to be determined what the appropriate thresholds for these indicators are for different domains, such as social media (e.g., tweets, Reddit posts), news, legal, and biology. Furthermore, there is a need to study whether there are any consistency amongst different domains that can be found. Since PLMs are ultimately fine-tuned on the specific dataset, it is also important to determine whether these indicators are sufficient to differentiate between continuously pre-training and continuously fine-tuning the models.

(2) Continuous Learning Methods

There are currently numerous proposed methods for continuous pretraining, but conflicting advice exists regarding the amount of data required for this process. Some sources argue that a minimum of one gigabyte of data is necessary, while others suggest that pretraining on the downstream dataset alone may suffice [12]. This leads to several important questions: How much data from the specific domain is required? Should pre-training be limited to the specific domain, or should some combination of the original corpora and the specific domain be used? Another important consideration is the tokenizer. Should the original tokenizer be used, or should a new tokenizer be trained? Alternatively, can the original tokenizer be enhanced with domain-specific vocabulary \(^2\), or should BERT be improved through methods such as ExBert[13]? When adding domain-specific vocabulary, at what point does the cost become too high relative to simply training a new tokenizer? For all of these methods, what are the trade-offs between performance gain, time required for both pre-training and fine-tuning, and changes in inference time? Finally, experiments involving only continuous finetuning are essential to determine whether continuous pre-training is necessary / worth at all.

\(^2\)https://medium.com/@pierre_guillou/nlp-how-to-add-a-domain-specific-vocabulary-new-tokens-to-a-subword-tokenizer-already-trained-33ab15613a41
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